Linear Space
Set V of vectors is a linear space over field F of
scalars if:

1. vYuveVu+veV

2. (U+V)+w=u+(V+Ww)

3. u+v=v+u

4, 300+v=v

5. 3(~Vv)v+(-v) =0

6. YWweV,aeFaveV

7. a(u+v)=au-+av

8. (a+b)v=ab+bv

9. A.lv=v
Linear WcV.VuveW,a,beF
Subspace have that au+bveW
Linear u is a linear combination of
Combinat. V1,V2,..Vq if

da,,a,..a,.u= zn:aivi
i=1
Linear Vectors are linearly
Independ. independent if
" aV, =0<>Via =0

Basis A set of vectors is a basis for

a space V if they are linearly
independent and their span
is equal to V

Inner Product

Inner products must satisfy these:

1. (v,v)>0 and <v,v>:0<—>v:6
2. (au-+bv,w) =a(u,w)+b(v,w)

3. (uv)=(v,u)
Norms
Norms on V must satisfy these:

1. M20 and |=0<>v=0
2. VaeClav|=|alM
3. Jurd <Jul+[M

Cauchy- u, v < (u,udv,v
Cauchy-  fuv) <{wu)wy)
Orthogonality u,vorthogonal«> (u,v) =0
Orthogonal A sequence of vectors is
System orthogonal if all vectors are

mutually orthogonal and not
the zero vector
Orthonormal An orthogonal system where

System ||ui || =1
Ifu=>"ae a=(ug)
Fourier Given a vector u, the scalars

Coefficients  (u,e,) wrt. an orthonormal

Orthogonal
Projection

Closed

Complete

Fourier

Dirichlet
Conditions

Dirichlet’'s
Theorem

system are called the
Generalized Fourier
coefficients of u

(w3) = X fue v
Dau| =3al luf

0=2" (uek
YueV,we (W = spar{ortho}) :
(u—U,w) =0,

Ju—w" = Ju—T]° + T —wi
The orthogonal projection is
the closest vector tovin W
An infinite orthogonal system
is closed if |u—0]=0

An infinite orthogonal system
is complete if the zero vector
is the only one orthogonal to
all basis vectors (and closure
implies completeness)
Functions are piecewise
continuous if they are
continuous except at a finite
number of points, and at
these points the left and
right finite limits exist

This is a linear space. Define:

(f.g)=2[" f()g(x)dx

In the space of piecewise
continuous functions,
{%,sm X,C0OSX,SiN 2X,C0S2X..}

is a closed orthonormal sys.
Can also deal with piecewise
continuous functions that
map to complex numbers:

(f.g)=2] F()g(x)dx

{1, eix , e—ix , ei2x ,}

The coefficients of these
Fourier spaces are related by

__a,—ibg __ ay+ibg _a
Ch="721Ch="7%"1C=7%

A subspace of E where
additionally vx €[-x,7) both
left and right derivatives exist
Given this, the Fourier series
of a function converges
pointwise to 121 where
f(x-), f(x+) are the left and
right limits at x e[z, 7]




Fourier
Transform

Inverse
Fourier
Transform
Transform
Properties

Convolve

Time
Limited
Band
Limited
Shannon
Sampling
Theorem

Discrete
Fourier
Transform

Cyclical
Convolution

Wavelet
Transforms

Definitions

F(w) = F[f](a)) =

Say functions f:R[IC are
piecewise continuous if they are
piecewise continuous on every
finite interval and absolutely

integrable if [ |f(x)dx <. Let

G(R) be fns with both conditions
Subsequent properties will
assume the functions in G(R), a
linear space over the scalars C

F is defined everywhere and a
continuous function

f(x—)erf (x+) _

i j“; f (x)e ™ dx

= lim Fm(a))e dw

M >

1'% o
F[f (ax+b)] (W) =€ F[f] (;)

F[eicxf 0] (w) = F[f] (w—c)

11(0—C)+F ¢ (w+c)
I:[f(x)coscx] (W) = e 2F[ ]
(F*9)() =] f(x=-y)g(y)dy
Fi1g) (@) = 27871 (0) Fyg) (@)

If f(x)=0 forall [x>M
If R (w)=0 forall |of>L

If f is band limited by L then
f(X) — Z f (nﬂ) SInI(_Xan;n)

F[k]z(f,ek>:§f[n]e_sz

(N point DFT of f[n])

(f *g)[n] = Z fImIg[n—m]
DFT of convolutlon is F[k]G[K]
()= 3 > duw ()

j=—o0 k=—o0
J .

vy () =27 p(2) %K)

An example of a mother

wavelet is the Haar wavelet, a

1-oscillation square wave [0,1]

The coefficients dj give us

information about f near the

point k27 on the scale 27

X ~U(0,)) : X distribut. U(0,1)

Moment
Generating
Function

Markov’s
Inequality

Chebychev’s
Inequality
Lyapunov’s
Inequality
Chernoff's
Bound
Convergence

Weak Law
Of Large
Numbers

Strong Law
Of Large
Numbers

Central Limit
Theorem

Confidence
Intervals

I (A) : indicator function of A:
I(A(wW)=1>we A

F, : probability distribution
f, : probability density

M, (t) = E(e"), so:

M, (t) =1+ E(X)t+E(X 2)t2—2'+...
E(X|)

P(X|>a)<
a

2

P(|X—y|2a)sZ—2

E(X[")" 2 E(X[)* (r=s>0
P(X >a)<e™M(t)

In distribution:
Xy —— XifFy (x) > Fy (x) for
all points x where Fx continuous
In probability:
Xy —E—>XifP(X, — X| > &) -0 for
all >0
Almost surely:
X, —= XifP(X, — X) =1
In rt" mean:
Xy ——> XifE(X, - X|') >0
as.P,POD
If r>s>1thenrs
Ifr>1thenrJP
Given n IID RVs with finite
mean Y and variance o2

Zs

X— —P s u
n

Given n IID RVs with finite
mean W and finite fourth
moment: X, —*>—u

Given n IID RVs with finite
mean W and variance 62 and
whose mgf converges in some
interval —a<t<a:

X —
o/\n
Define zq so that P(Z> z5)=a.

v Zar/ZS H
Now X, “— isan

approximate confidence interval
for the unknown p

2_ 1 Ny Ly
(87 = 552X, X))

z, =2""H D 7 N0




Markov Chains

Given n discrete RVs taking values in some
countable S, then the sequence is a Markov
chain if: P(X, =X, | Xy =Xy, X, 3 =X,4) =
P(Xn = Xn | anl = Xn—l)

Time homogenous if:

P(X, =11 X,y=01)=P(X, =] X, =i)
Transition matrix is: p; =P(X,=j| X, =1)
N-step trans. matrix: p{” =P(X, = j| X, =i)

Chapman-  p™” =% p{” p{?
Kolmogorov k
Accessibility If for n>0, p{” > 0then j

]
accessible from i (i [J j)
IfidjandjJithenil]j (they
communicate)
A communicating class that
once entered cannot be left is
called closed
A closed communicating class
of a single state is absorbing
A state space of a single
communicating class is called
irreducible, else reducible
Define f, the probability that starting in state I
we visit state j for the first time at n:
£ =P(X; # j,.. X =, X, =k][ X, =1)
If fi<1 then state i is transient, else recurrent
Mean T,=min{n>1:X = j}, «if

Recurrence ., q,ch visit occurs
i =E(T | Xy =) :znf"(n) if |

recurrent, oo otherwise
Positive recurrent if pi < oo,
null recurrent otherwise

Let d, =gcd{n: p{™ > 0}: if di
= 1 then i is aperodic, else
periodic with period di

= (x;;]jeS) is a stationary

distribution with transition
matrix P if: 7; >0, > 7, =1,

jeS

Periodicity

Stationary
Distribution

=P
Erdos- For an irreducible, aperiodic
Feller- MC, if the MC is transient
Pollard p” —0. If the MC is

recurrent p{” — z; and if null
recurrent z; =0 or positive

recurrent z is a unique
stationary distribution and

Time
Reversibility

1

Hi =5
If Xn is an irreducible, positive
recurrent MC with transition
matrix P and unique stationary
distribution =, Y, = X _, is also

an MC with stationary dist. = .
The MC is reversible if the
trans. matrices are identical,
and iff z,p; =7;p; (the local

balance conditions)



